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❑ DNN Watermarking/Model Watermarking

❑ Embed watermarks into DNN models

❑ Protect the intellectual property of DNN models

1 Introduction

Computing 

resources

Professional 

skills

High-quality 

datasets

Machine Learning as a 

Service (MLaaS)

Many threats
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❑ Categories

❑ Whether the extractor can access or interact with the model?

❑ White-box/Black-box/Gray-box/Box-free DNN Watermarking

1 Introduction

watermark

AIGC

White-box Black-box Gray-box Box-free

Special case Special case
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❑ Motivation

❑ Box-free: Generative Model Watermarking

❑ E.g., any image generated by a certain DNN model must 

contain a pre-determined watermark

1 Introduction

AI

Input

Output (watermarked) Extractor watermark

Capacity

Imperceptibility

Robustness
How to resist image processing 

and function stealing?

How to reduce artifacts in spatial 

and/or frequency domain? 
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❑ Motivation

❑ Imperceptibility: existing works easily introduce high-frequency 

artifacts which impair the concealment of the hidden watermark

1 Introduction

(a)

Natural

(b) 

Non-marked

(c) 

Marked

Method #1

(d) 

Marked

Method #2

(e) 

Marked 

Method #3

Partial zoom-in
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❑ Motivation

❑ Robustness

❑ ① Marked images may be attacked before watermark extraction

❑ ② Attackers may collect a set of input-output pairs to train a new model

1 Introduction

AIInput Output (watermarked) Extractor

① Noise, compression, etc.AI
② Training a new model

Data collection
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❑ General Framework

2 Proposed Method

Phase I: Training H

Phase II: Training E, D, R together

✓ E: to reduce 

high-frequency 

artifacts

✓ AL: to enhance 

robustness of R
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❑ Structural Design of E

2 Proposed Method

E: U-net like

Encoder: 8 layers

Decoder: 7 layers

Output: 1 layer

Encoder: down-sampling

Decoder: up-sampling

Output: up-sampling*

Decoder 

+ 

Output
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❑ Structural Design of E

❑ Up-sampling (left), down-sampling (middle), output layer (right)

2 Proposed Method

Nearest sampling

Anti-aliasing: low-pass filtering

(1, 5, 10, 10, 5, 1)T(1, 5, 10, 10, 5, 1)
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❑ Adversarial Fine-tuning to Resist Function Stealing

2 Proposed Method

Train two networks:

“Model I” and “Model II”

To enhance the ability to 

resist function stealing
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❑ Qualitative Results

❑ Tasks: paint transfer (left) & style transfer (right)

3 Experimental Results and Analysis

Non-marked

Marked

Watermark

DCT heat maps
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❑ Quantitative Results

❑ The marked images are of high quality

3 Experimental Results and Analysis
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❑ Quantitative Results

❑ Robust against common image processing operations

3 Experimental Results and Analysis

Noise

Resizing

JPEG

Flipping

…
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❑ Quantitative Results

❑ Robust against function stealing

3 Experimental Results and Analysis

Different networks:

ConvGen: CNN

ResGen: ResNet-like

UnetGen: Unet-like

Different loss 

functions
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❑ Quantitative Results

❑ Better than previous methods

3 Experimental Results and Analysis

After filtering out the high-frequency 

components of the marked image, the 

watermark can be accurately extracted, while 

previous arts cannot achieve this goal.
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❑ Conclusion

❑ Reduce high-frequency artifacts of model watermarking by 

adjusting the structure of the watermark embedding network

❑ Enhance the robustness of the watermark extraction network 

through adversarial training and fine-tuning 

❑ Discussion

❑ Instead of network design, watermarking strategy (e.g., use 

DWT to force the network to embed watermark into the low 

frequency area) can be optimized to further reduce artifacts

4 Conclusion and Discussion
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